Proc. 2nd International Workshop on Attention and Performance in Computational Vision (WAPCV 04), 15 May 2004,
Prague, Czech Republic pp. 83-89, 2004

AttentiRobot: A Visual Attention-based Landmark Selection
Approach for Mobile Robot Navigation

Nabil Ouerhani, Heinz Hgli Gabriel Gruener, Alain Codourey
Institute of Microtechnology Centre Suisse d’Electronique et Microtechnique
University of Neucltel CSEM, Microrobotics Division
Rue A.-L. Breguet 2 Untere Giindlistrasse 1
CH-2000 Neuchtel, Switzerland CH-6055 Alpnach Dorf, Switzerland
Nabil.Ouerhani@unine.ch Gabriel.Gruener@csem.ch
Abstract computer vision applications including image compression

[12] and color image segmentation [13].

Visual attention refers to the ability of a vision system to In visual robot navigation, the detection, tracking and
rapidly detect visually salient locations in a given scene. On thus selection of robust visual-based landmarks represent
the other hand, the selection of robust visual landmarks of the most challenging issues in building reliable navigation
an environment represents a cornerstone of reliable vision- systems [3]. Numerous previous works have pointed to the
based robot navigation systems. Indeed, can salient scengisual attention paradigm in solving various issues in active
locations provided by visual attention be useful for robot vision in general [2, 1] and visual robot navigation in par-
navigation? This work investigates the potential and effec- ticular [7].
tiveness of the visual attention mechanism to provide pre-  This work proposes a visual attention-based approach for

attentive scene information to a robot navigation system. i a| landmark selection. The proposed approach relies on
The basic idea is to detect and track the salient locations, 5, extended version of ltti'st al. model of visual atten-

or spots_of attention by building_trajectories that memorize j5n, 18] in order to detect the most visually salient scene
the spatial and temporal evolution of these spots. Then, ajocations: the spots of attention. More specifically, these
persistency test, which is based on the examination of thespots of attention are deduced from a saliency map com-
Ie_ngths of built trajectories, allows the selection of good en- ) tad from multiple visual cues including comer features.
vironment landmarks. The selected landmarks can be UseGrnen the spots of attention are characterized using a feature
for feature-based localization and mapping systems whichyecior that represents the contribution of each considered
helps mobile robot to accomplish navigation tasks. feature to the final saliency of the spot. Once characterized,
the spots of attention are easily tracked over time using a
simple tracking method that is based on feature matching.
1. Introduction The tracking results reveal the persistency and thus the ro-
bustness of the spots, leading to a reliable criterium for the

Visual attention is the natural ability of the human visual S€lection of the landmarks.
system to quickly select within a given scene specific parts ~ The navigation phase, which has not been tested yet
deemed important or salient by the observer. In computerconsists in using the selected environment landmarks
vision, a similar visual attention mechanism designates thefor feature-based Simultaneous Localization and Mapping
first low-level processing step that allows to quickly select- (SLAM) on a mobile robot [4]. A schematic overview of
ing in a scene the points of interest to be analyzed morethe landmark selection approach as well as its integration
specifically and in-depth in a second processing step. into a general visual robot navigation system are given in

The computational modeling of visual attention has been Figure 1.
a key issue in artificial vision during the last two decades  The remainder of this paper is organized as follows. Sec-
[9, 16, 15]. First reported in 1985 [10], the saliency-based tion 2 describes the saliency-based model of visual atten-
model of visual attention is largely accepted today [8] and tion. Section 3 presents the characterization and tracking of
gave rise to numerous soft and hardware implementationsspots of attention. The persistency test procedure is exposed
[8, 14]. In addition, this model has been used in several in Section 4. Section 5 reports some experiments carried out
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Figure 1. Overview of the attention-based landmark selection approach.

on real robot navigation image sequences in order to assesd) Finally the most salient parts of the scene are derived

the proposed approach. Finally, the conclusions and somdrom the saliency map by selecting the most active loca-

perspectives are stated in Section 6. tions of that map. A Winner-Take-All network (WTA) is
often used to implement this step [10].

2. Attention-based landmark detection _
2.2. Extension of the model to corner features

2.1. Saliency-based model of visual attention o o
In the context of vision-based robot navigation, corner

The saliency-based model of visual attention, which se- features are considered as highly significant landmark can-
lects the most salient parts of a scene, is composed of foudidates in the navigation environment [3]. This section aims
main steps [10, 8]. at extending the basic model of visual attention to consider
1) First, a number of features are extracted from the scened!SO corner features. To do so, a corner niapwhich
by computing the so called feature mas The features highlights the corner points in the scene, is first computed.
most used in previous works are intensity, color, and ori- Then, this corner map is combined together with the color
entation. The use of these features is motivated by psy_and intensity-based conspicuity maps into the final saliency
chophysical studies on primate visual systems. In partic-Map. _ _
ular, the authors of the model used two chromatic features Multi-scale Harris comer detector [6, 11]. Practically,
that are inspired from human vision, namely the two oppo- the proposed multiscale method computes a corner pyramid
nent colors red/greerRG) and blue/yellow BY). ‘P.. Each level of the corner pyramid detects corner points
2)In a second step, each feature nigps transformedinits ~ at a d_ifferent scale. Formally?. is defined according to
conspicuity mapC;. Each conspicuity map highlights the Equation 2. . _ _
parts of the scene that strongly differ, according to a spe- Pe(i) = Harris(Py(i)) 2
cific feature, from its surrounding. This is usually achieved whereHarris(.) is the Harris corner detector as defined in

by using acenter-surrounemechanism which can be im-  [6] andP, is a gaussian pyramid defined as follows:
plemented with multiscaldifference-of-Gaussiafilters.

3) In the third stage of the attention model, the conspicuity Py(0) = 1
maps are integrated together, in a competitive way, into a Py(i) = @(Pg(z’ -1)*G) 3)
saliency mags in accordance with equation 1.

J aussian filter and refers to the down-sampling (b
S= ZN(CJ) @) g) operator. Ping oy
=1 Corner conspicuity map C... Given the corner pyramid
where () is a normalization operator that promotes con- P, C. is computed in accordance with Equation 4.
spicuity maps in which a small number of strong peaks of .
activity are present and demotes maps that contain numer- C, = i Pe(s) (4)
ous comparable peak responses [8]. par

wherel is a grey-s@ version of the input image,is a
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Figure 2. Example of the Conspicuity maps, the saliency map and the corresponding spots of atten-
tion computed with the corner-extended model of visual attention.

Note that the summation of the multiscale corner maps Once a spot is selected, a region around its location is in-
P.(s) is achieved at the coarsest resolution. Maps of finer hibited in order to allow the next most salient spot to be se-
resolutions are lowpass filtered and downsampled to the redected. The total number of spots of attention can be either
quired resolution. In our implementatiof, .. is set to4, set interactively or automatically determined by the activity
in order to get a corner conspicuity mdp. that has the  of the saliency map. For simplicity, the number of spots is
same resolution as the color- and intensity-related conspicu-sset to five in our implementation.
ity maps. Figure 2 shows an example of the four conspicuity maps,

Integration of corner feature into the model. The fi- saliency map and the spots of attention computed by the
nal saliency mags of the extended model is computed in corner-extended model of visual attention.
accordance with Equation 5.

J+1 3. Spot Characterization and Tracking
S=> N(C)) ()

3.1. Spot characterization
where

Crp1=0Ce 6 ,
J+1 © The spots of attention computed by means of the ex-

Selection of the spots of attentionThe maxima of the  tended model of visual attention locate the scene features
saliency map represent the most salient spots of attentionto be tracked. In addition to location, each sgds also



| RG BY Corner

(a) Feature representation

(b) Original image (c) Saliency map (d) Characterized spots of attention

Figure 3. Characterization of spots of attention. The five most salient spots of attention are detected
and characterized using four visual features, namely intensity ( 1), red-green ( RG) and blue-yellow
(BY) color components, and corners.

characterized by a feature vecfor M initial spots. The initial spots represent also the head el-
ements of the initial trajectories. A new detected sBat,

h is either appended to an existing trajectory (and becomes

f1

the head of that trajectory) or gives rise to a new trajec-

tory, depending on its similarity with the head elemehts
whereJ is the number of the considered features in the at- of already existing trajectories as described in Algorithm 1.
tention model and; refers to the contribution of the fea- Note that a spot of attention is assigned to exactly one tra-

f= (7)

ture j to the detection of the spat Formally, f; is com-  jectory (see the parameterarked[] in Algorithm 1) and a
puted as follows: trajectory can contain at most one spot from the same frame.
In a simple implementation, the condition that a spgt,
fi= /\M (8) must fulfil in order to be appended to a traject@ryith a
S(x) head elemenP” = (x,, ) is given by:
Note thaty_"_, (f;) = L.
Let V be the number of frames of a sequence &hthe  Pun €T if |[Xmm—%nl < ex & [fmn—full < e (9)
number of spots detected per frame, the spots of attention
can be formally described as wheree, andes can be either determined empirically or
Pon = (Xmon,fmn), Wherem € [1.M], n € [1.N], learned from a set of image sequences. In a more advanced

Xm,n 1S the spatial location of the spot, afid ,, its charac-  version of the tracking algorithm, the mean feature vector
teristic feature vector. Figure 3 illustrates an example of the f,, of all spots of the same trajectory will replace the head

characterization of spots of attention. element feature vectdy, in the similarity measure. In ad-
dition, the threshold¢ will directly depend on the standard
3.2. Spot tracking deviation of the feature vectors of spots belonging to the

same trajectory and, will be brought in relation with the
The basic idea behind the proposed algorithm is to build robot motion deduced from odometry.
a trajectory for each tracked spot of attention. Each point of  In the absence of ground-truth data, the evaluation of the
the trajectory memorizes the spatial and the feature-basedracking algorithm can be achieved interactively. Indeed, a
information of the tracked spot at a given time. human observer can visually judge the correctness of the
Specifically, given theM spots of attention computed trajectories, i.e. if they track the same physical scene con-
from the first frame, the tracking algorithm starts with creat- stituents. Figure 4 gives some examples of trajectories built
ing M initial trajectories, each of which contains one of the from a set of spots of attention using the tracking algorithm
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Figure 4. Examples of trajectories built from a set of spots of attention.

described above.

4. Persistency test Algorithm 1 Attention-based object tracking

This step of the approach is part of the learning phase and
aims at selecting, among all detected spots of attention, the
most robust as visual landmarks of the environment. The
basic idea is to examine the trajectories built while tracking
spots of attention. Specifically, the length of the trajecto-
ries reveals the robustness of the detected spots of attention.
Thus, during the learning phase the cardinal®u(d(T))
of a trajectory directly determines whether the correspond-
ing spots of attention are good landmarks.

In addition, the cardinality of the trajectories can be used
as measure to compare the performance of different interest
points detectors, as stated in Section 5, but also of different
tracking approaches.

5. Results

This section presents some experiments that aim at as-
sessing the presented landmark selection approach. The
tests have been carried out with four sequences acquired
by a camera mounted on a robot that navigates in an indoor
environment over a distance of abolit meters (see Fig-
ure 3). The length of the sequences varies between 60 and
83 frames. Two groups of results are presented here. Qual-
itative results regarding the robustness of the detection and
tracking algorithms and quantitative results that point to the
superiority of the corner-extended model of attention over
the classic one.

Regarding the first group of results, Figure 5 illustrates
the trajectories built from each sequence. The trajectories
are plotted in 3D «, y, t) in order to better visualize their

Image sequencEn) (1..n..N)

Number of detected spots of attention per framé:
Booleanappended

Booleanmarked] ]

Trajectory se{T} = 0)

forn=1..Ndo
Detect & characterize th&/ spots of attentio,, , =

(Xm,n7 fm,n)

for k =1..card({T}) do

marked[k] =0
end for
form=1..M do

appended = 0

for k=1..card({T}) do
if (marked[k] == 0) then
if d(Ppn, Pl) <e *then
append(Pr,.n, Tk)
appended = 1
marked[k] =1
break
end if
end if
end for
if (appended == 0) then
newTTa’jeCt(Tcard({T})+1)
append( Py n, Teard((y)+1)
{T} = {T} U {Tcard({T})-H}
end if
end for
end for
* d() is given by Equation 9

temporal extent.
In the first sequence (Figure 5(a)), the most robustly de-
tected and tracked landmark is the entrance of the differ-
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number of spot number of trajectories Min / Max(Card(T)) MeanCard(T))
without Harris | with Harris | without Harris | with Harris | without Harris | with Harris
Seql 415 88 58 1/68 1/83 4.7 7.1
Seq?2 320 136 80 1/19 1/56 2.3 4.0
Seq3 385 130 61 1/22 1/48 29 6.5
Seqg4 280 123 56 1/22 1/31 2.2 5.0

Table 1. Impact of the integration of Harris corner features on the tracking algorithm. The total
number of trajectories, the minimum, maximum, and mean cardinality of trajectories are computed

for the classical (without Harris) and the corner-extended (with Harris) models.
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Figure 5. Trajectories of the tracked spots of attention from four different sequences ((a)..(d)). Note

that only trajectories with

Card(T) > 3 are represented here.




