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Abstract

Saliency-based visual attention models provide visual
saliency by combining the conspicuity maps relative to var-
ious visual cues. Because the cues are of different nature,
the maps to be combined show distinct dynamic ranges and
a normalization scheme is therefore required. The normal-
ization scheme used traditionally is an instantaneous peak-
to-peak normalization. It appears however that this scheme
performs poorly in cases where the relative contribution of
the cues varies significantly, for instance when the kind of
scene changes, like when the scene under study becomes un-
saturated or worse, when it looses any chromaticity. To rem-
edy this drawback, this paper proposes an alternative nor-
malization scheme that scales each conspicuity map with re-
spect to a long-term estimate of its maximum, a value which
is learned initially from a large number of images. The ad-
vantage of the new method is first illustrated by several ex-
amples where both normalization schemes are compared.
Then, the paper presents the results of an evaluation where
the computed visual saliency of a set of 40 images is com-
pared to the respective human attention as derived from the
eye movements by a population of 20 subjects. The better
performance of the new normalization scheme demonstrates
its capability to deal with scenes of varying type, where cue
contributions vary a lot. The proposed scheme seems thus
preferable in any general purpose model of visual attention.

1. Introduction

Visual attention refers to the ability of a vision system to
rapidly select the most salient visual information on which
higher level tasks, like object recognition, can focus. It is
generally accepted today that human vision relies exten-
sively on a visual attention mechanism in order to process
the huge amount of visual information gathered by the reti-
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nas, which partially explains the efficiency of our vision
system.

Like in human vision, visual attention represents a fun-
damental tool for computer vision since the rapid selection
of relevant visual information can be benefic for many com-
puter vision applications. Thus, the paradigm of computa-
tional visual attention has been widely investigated during
the last two decades. Numerous computational models have
been therefore reported [1, 10, 16]. Most of them rely on
the feature integration theory presented by Treisman et al.
in [15]. The saliency-based model of Koch and Ullman was
first presented in [7] and gave rise to numerous software and
hardware implementations [5, 13]. Further, it has been used
to solve numerous issues in various fields including mobile
robotics [2, 11], color image segmentation [12] and object
recognition [17].

The saliency-based model of visual attention operates on
a multi-cue visual input and computes feature and conspicu-
ity maps at various scales. In order to compute the final map
of attention, the saliency map, the model has to combine
maps provided by different visual cues and computed at var-
ious scales. Since the maps to be combined show distinct
dynamic ranges, a normalization of these maps is necessary
before integrating them together into the saliency map. Var-
ious normalization methods have been reported in previous
works [4]. However, these approaches use a simple peak-
to-peak normalization in order to scale the different maps
to comparable dynamic ranges. Indeed, the activity of each
conspicuity map is divided by its instantaneous maximum
value. This instantaneous normalization scales all conspicu-
ity maps to exactly the same dynamic range, regardless of
the initial amplitudes of the conspicuity signals. It is obvi-
ous that the instantaneous normalization method systemat-
ically amplifies the importance of a priori low conspicuity
signals as illustrated in Figure 1(d), which represents a ma-
jor drawback of the method.

Aiming at overcoming the described drawback of instan-
taneous normalization, this paper reports a new normaliza-
tion method that uses cue-related long-term average values



to scale the activity of the different conspicuity maps into
comparable ranges. The new long-term (as opposed to in-
stantaneous) normalization method first learns the typical
maximum response of a conspicuity map related to a given
cue. This step is achieved by computing the average, over
a large set of training images of various types, of the maxi-
mum response of a conspicuity map: the average of max-
ima . During the combination process, each cue-related
conspicuity map is scaled by the corresponding average of
maxima. This scaling step permits to remove the intrinsic
across-modality amplitude differences while preserving the
relative importance of the conspicuity signal. In addition,
the long-term normalization method yields a saliency map
whose values give insights about the overall conspicuous-
ness of images, which permits to attribute different signif-
icance rates for different images. Further, we validate the
new normalization method by comparing the so produced
saliency maps with a human map of attention as computed
from eye movement patterns.

The remainder of this paper is organized as follows. Sec-
tion 2 gives a brief description of the saliency-based model
of visual attention. In Section 3, the long-term normaliza-
tion strategy for map combination is presented. Compar-
ison results between the long-term and the instantaneous
normalization methods, taking human saliency as reference,
are reported in Section 4. Finally, the conclusions of our
work are stated in Section 5.

2. The saliency-based model of visual attention

The saliency-based model of visual attention was pro-
posed by Koch and Ullman in [7]. It is based on three major
principles: visual attention acts on a multi-featured input;
saliency of locations is influenced by the surrounding con-
text; the saliency of locations is represented on a scalar map
( the saliency map). Several works have dealt with the real-
ization of this model [10, 5]. In this work, we adopt an im-
plementation of the model which computes a saliency map
from three cues namely contrast, orientation and chromatic-
ity [5]. The different steps of the model are detailed below.

2.1. Feature maps

First, a set of 7 of features (1..j..7) is extracted from
the scene by computing the so-called feature maps from an
RGB color image.

• Intensity feature F1 = I = 0.3R + 0.59G + 0.11B

• Two chromatic features based on the two color oppo-
nency filters red-green and blue-yellow: F2 = (R −
G)/I and F3 = (B − Y )/I . Note that the normaliza-
tion of the opponency signals by I decouples hue from
intensity.

• Four local orientation features F4..7 according to the
angles θ ∈ {0o, 45o, 90o, 135o}.

2.2. Conspicuity maps

In a second step, each feature map is transformed into
its conspicuity map which highlights the parts of the scene
that strongly differ, according to the feature specificity, from
their surroundings. The computation of the conspicuity
maps relies on three main components:

• The center-surround mechanism, implemented with a
difference-of-Gaussians-filter, DoGk (k is the scale of
the filter), is used to extract local activities for each
feature type.

• A multiscale approach permits to detect conspicuous
regions of different sizes. The solution proposed in [5]
is based on a multi-resolution representation of images
and computes, for each feature j, a set of conspicuity
maps Mj,k at different resolutions k, according to:

Mj,k = |Fj ∗ DoGk| (1)

• A normalization and summation step during which, for
each feature j, the multiscale maps Mj,k are com-
bined, in a competitive way, into a unique feature-
related conspicuity map Cj in accordance with Equa-
tion 2.

Cj =
K∑

k=1

N1(Mj,k) · wk (2)

where N1(.) is a normalization operator that aims at
scaling the different maps Mj,k to comparable dy-
namic ranges as will be explained in Section 2.6. wk

is a map-intrinsic weighting factor which allows com-
petition between the different conspicuity maps.

2.3. Cue maps

The seven (1..j..7) features described above can be
grouped into three cues Jcue (intensity, color, orientation):
Jint = {1}, Jcol = {2, 3}, and Jorient = {4, 5, 6, 7}.
Therefore, the different feature-related conspicuity maps,
computed sofar, are grouped into cue-based conspicuity
maps Ĉcue. Each cue conpspicuity map is the combination
of feature-based conspicuity maps that stem from features
belonging to the same visual cue Jcue, according to Equa-
tion 3.

Ĉcue =
∑

j∈Jcue

N2(Cj) · wj (3)

where N2(.) and wj are defined similarly to Equation 2.



2.4. Saliency map

In the third step of the attention model, the cue-related
conspicuity maps Ĉcue are integrated , in a competitive
manner, into a saliency map S in accordance with Equa-
tion 4.

S =
m∑

cue=1

N3(Ĉcue) · wcue (4)

where m is the number of the considered cues, N3(.)
is a normalization operator and wcue is a cue map-intrinsic
weighting factor which will be described below.

2.5. Competition-based map combination

Most of the previous works dealing with saliency-based
visual attention use a competition-based scheme for map
combination [5]. We adopt the same scheme in this work.
Indeed the integration is conceived as a weighted sum of
the various maps, where the weights w simulate the compe-
tition between the conspicuity maps. They are computed in
a bottom-up manner from the different maps, so that con-
spicuity maps that contain only few peak responses are pro-
moted, whereas maps that contain numerous comparable re-
sponses are suppressed. For the three combination steps
(Equation 2..4), the weighting factor w is computed from a
conspicuity map C according to Equation 5.

w = (M −m)2 (5)

where M is the maximum value of the normalized con-
spicuity map (Ni(Ĉ), with i ∈ {1, 2, 3}) and m the mean
value of its local maxima. It is obvious that w is large for
conspicuity maps where only few peaks are detected and
small for maps where several peaks of comparable ampli-
tudes are detected.

2.6. The instantaneous normalization
scheme

As argued above, the model of visual attention computes
various conspicuity maps from visual features of different
nature and using dissimilar extraction mechanisms, which
yields a set of maps that have distinct dynamic ranges.
Therefore, the combination of these maps must be preceded
by a normalization step, which aims at scaling the activities
of the conspicuity maps into comparable ranges.

Most of the previous works dealing with saliency-based
visual attention [5] normalize the set of conspicuity maps
to be integrated using a peak-to-peak procedure. Indeed,
each conspicuity map is divided by its instantaneous maxi-
mum value, which leads to a scaling of its activities to the
range [0..1]. This instantaneous normalization scheme is
applied to the three map combination steps of Equation 2..4.

Formally, this normalization scheme is described by Equa-
tion 6.

Ni(C) =
C − Cmin

Cmax − Cmin
(6)

where i ∈ {1, 2, 3}, Cmin and Cmax are the minimum and
maximum values of the map C, respectively. Note that
the peak-to-peak scaling procedure has been also used in
other normalization schemes like the non-linear normaliza-
tion [4].

3. The long-term normalization scheme

Despite the fact that the instantaneous normalization de-
scribed above is widely used in saliency-based visual at-
tention modeling, this normalization scheme has an unde-
sirable drawback. Indeed, all the conspicuity maps to be
integrated are scaled to exactly the same dynamic range, re-
gardless of the relative importance of the conspicuity sig-
nals. This drawback is illustrated in Figure 1(d), where
two objects of significantly different contrasts (according
to the corresponding features) have been assigned the same
saliency value.

In this section we describe a new map normalization
scheme, the long-term normalization, that scales various
maps of different nature to comparable dynamic ranges
while preserving the relative importance of each conspicu-
ity map.

3.1. Intra-cue maps have comparable dy-
namic ranges

In order to combine conspicuity maps stemming from
the same visual cue as computed by Equation 2 and Equa-
tion 3, no prior dynamic-range scaling is necessary.

In particular, the multiscale conspicuity maps Mj,k are
scale-normalized and do not need any dynamic range mod-
ification. It has been proven in [9, 3] that difference-of-
Gaussian filters closely approximates the scale-normalized
Laplacian of Gaussian as studied by Lindeberg in [8].

As far as for the integration of the feature-related con-
spicuity maps into a single cue-based conspicuity map
(Equation 3), no dynamic range changes are necessary.
Since feature maps of the same cue have the same dynamic
ranges and since the same extraction mechanisms are used
to compute the conspicuity maps related to these features,
the resulting conspicuity maps have comparable dynamic
ranges. Therefore, the new normalization operators N1(.)
and N2(.) are formally described by Equation 7.

N1(.) = N2(.) = Id(.) (7)

where Id(.) is the identity function.
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Figure 1. Long-term normalization preserves
the original saliency differences between fea-
tures. (a) original color image containing two
differently color-contrasted objects (discs).
(b) and (c) are feature maps computed as
red/green and blue/yellow opponency, re-
spectively. (d) is the saliency map computed
from both color features (R-G) and (B-Y) us-
ing the instantaneous (peak-to-peak) normal-
ization scheme. It can be seen that both
discs are assigned the same saliency values.
(e) is the saliency map computed from the
same features and using the long-term nor-
malization scheme. Here the original con-
trast difference between the two objects is
preserved in the saliency map.

Figure 1 shows an advantage of the new normalization
method over the instantaneous normalization model. It can
be seen that the two differently color-contrasted objects are
assigned the same saliency values using the latter model,
whereas the new normalization method permits to maintain
the original contrast differences in the saliency map.

3.2. Long-term normalization for inter-cue
map combination

Now, if we deal with conspicuity maps provided by dif-
ferent cues of different nature and computed by dissimi-
lar extraction mechanisms, then we need a normalization
method that accounts for the intrinsic dynamic range dis-
similarity. As pointed above, the instantaneous normaliza-
tion scheme uses the maximum response of each map to
scale the activities of all maps to same range. Given, the
drawbacks of this scheme (as argued above), a more appro-
priate normalization method is needed. The long-term (as
opposed to instantaneous or peak-to-peak) is proposed.

The basic idea behind the long-term normalization
scheme is to scale the dynamic range of each conspicuity
map by a long-term average value computed for each vi-
sual cue. This long-term average can be seen as the typical
response of a conspicuity map related to a cue.

In this work the long-term normalization value is com-
puted as the average, over a large set of training images, of
the maximum response of the conspicuity map: the average
of maxima M cue. Indeed, this value is the typical maximum
response of a conspicuity map stemming from a certain vi-
sual cue. Formally, M cue is computed in accordance with
Equation 8.

M cue =
1
n

n∑
q=1

max(Ĉq
cue) (8)

where n is the number of training images, Ĉq
cue is a cue

conspicuity map computed from image q and max(C) com-
putes the maximum value of a map C. In this work over 500
images of different types (fractals, landscape scenes, traffic
scenes, art images, ...) have been used to compute M cue.

Thus, the long-term normalization scheme transforms a
cue-related conspicuity map Ccue according to Equation 9.

N3(Ĉcue) =
Ĉcue

M cue

(9)

a further and major advantage of the long-term nor-
malization scheme is that the corresponding saliency maps
quantify the overall saliency of images . Unlike, the in-
stantaneous normalization scheme which produces saliency
maps of comparable maximum values for all images, the
maximum value of the saliency maps produced by the new
scheme is a direct indicator of the overall saliency of each



image. Figure 2 clearly illustrates this advantage. It can
be observed that, using the instantaneous normalization
method, Image 1 which does not contain clearly outstanding
objects produces similar saliency values to those produced
by Image 2 that contains two extremely salient objects (yel-
low fishes). On the other hand, the long-term normalization
scheme produces nearly flat (zero) saliency map for the first
image and remarkably high saliency values for Image 2, re-
flecting, thus, the overall-saliency differences between the
two images. It is noteworthy that the long-term normal-
ization method is also applicable to other conspicuity maps
combination method like the non-linear combination pre-
sented in [4].

4. Comparison results

This section presents comparison results between the
long-term and the instantaneous normalization schemes,
taking as criteria their plausibility with human visual atten-
tion. The basic idea consists in comparing the saliency maps
produced by the two models from color images with human
eye movement patterns recorded while subjects are looking
at the same color images [6]. Our assumption is that human
visual attention is tightly linked to eye movements. Thus,
eye movement recording is a suitable means for studying
the temporal and spatial deployment of human visual atten-
tion in most situations.

Eye movements were recorded with a infrared video-
based tracking system (EyeLinkTM, SensoMotoric Instru-
ments GmbH, Teltow/Berlin). This system consists of a
headset with a pair of infrared cameras tracking the eyes,
and a third camera monitoring the screen position in order
to compensate for any head movements. The images were
presented in blocks of 10. The images were presented in a
dimly lit room on a 19′′ CRT display with a resolution of
800 × 600, 24 bit color depth, and a refresh rate of 85 Hz.
Every image was shown for 5 seconds, preceded by a center
fixation display of 1.5 seconds. Image viewing was embed-
ded in a recognition task. For every image and each subject
i, the measurements yielded an eye trajectory T i composed
of the coordinates of the successive fixations fk, expressed
as image coordinates (xk, yk):

T i = (f i
1, f

i
2, f

i
3, ...) (10)

In order to quantitatively compare a computational
saliency map and human fixation patterns, we compute a
score s, also known as chance-adjusted saliency in [14].
Formally, this score is defined as s = sfix − sran and cor-
responds to the difference of average values of two sets of
samples from the computer saliency map S(x); sfix refers
to the set of N samples taken at the recorded human fixation
locations, while sran refers to N random samples.

The experimental image data set consisted in 41 color
images of various types like natural scenes, fractals, and
abstract art images. Note that this test image set is differ-
ent from the training image set used in Section 3.2. Most
of the images (36) were shown to 20 subjects; the remain-
ing 5 were viewed by 7 subjects. As stated above, these
images were presented to the subjects for 5 seconds apiece,
resulting in an average of 290 fixations per image.

Figure 3 shows the results of the comparisons of the
two normalization schemes with human fixations. In this
figure, we represent the mean score (over all images and
all subjects) for each normalization scheme and taking dif-
ferent numbers of fixations into account: the first fixation
of each subject, the three first fixations, the first five fixa-
tions, and all fixations. It is noteworthy that for all cases,
the model of visual attention using long-term normalization
fares batter in predicting where human observers foveate
than the model using instantaneous normalization. More
precisely, the long-term normalization model yields an av-
erage score over 22% higher than the instantaneous normal-
ization model.

5. Conclusions

This paper reports a new normalization scheme for fea-
ture integration in order to compute a saliency map from
a multi-cue input: the long-term normalization. During a
training step, the new normalization scheme learns the typ-
ical maximum response (the average of maxima) of con-
spicuity maps related to a given visual cue. Before combin-
ing various conspicuity maps provided by different visual
cues, the long-term normalization scheme scales the activ-
ity of each map by the corresponding long-term average of
maxima. This scaling yields a set of conspicuity maps with
comparable dynamic ranges, while preserving the relative
importance of each map. The use of over 500 images of
different natures to learn the long-term average of maxima
reinforces the universality of this scaling factor. In addi-
tion, the long-term normalization method, unlike instanta-
neous normalization schemes, provides saliency values that
quantify the overall saliency of different images. Further,
comparisons between computational saliency maps and hu-
man eye movement patterns show that the long-term nor-
malization fares better in predicting the human visual atten-
tion than the instantaneous normalization over a large set
of images of various types. Therefore, the proposed nor-
malization scheme seems very suitable for general purpose
saliency-based models of attention that apply to images of
different nature.
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(b) Image 2
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(d) Saliency map 2 (instantaneous)
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(e) Saliency map 1 (long-term)
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Figure 2. Advantage of the long-term normalization method. Instantaneous normalization method
produces comparable saliency values for both images ((c) and (d)), whereas, the long-term normal-
ization produces significantly higher saliency values for the Image 2 than for Image 1.
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